
Module 

No. 
Topics Hrs. 

1.0 Introduction to Neural Networks and their Basic Concepts 07 

 Biological neuron and Artificial neuron, McCulloch-Pitts Model, Activation 

Function, various types of Activation Functions and types of Neural Network 

Architectures, Prerequisites for Training of Neural Networks. Linearly Separable and 

Linearly Non-Separable Systems with examples, Concepts of Supervised Learning, 

Unsupervised Learning, and Reinforcement Learning.  

Brief survey of applications of Neural Networks. 

 

2.0 Supervised Learning Neural Networks 07 

 

Perceptron - Single Layer Perceptron, Multilayer Perceptron and their Architecture. 

Error Functions: Mean Square Error and Sum Squared Error. Gradient Descent, 

Generalized delta rule, Error back propagation, Stopping Criterions for Training. 

 

3.0 Unsupervised Learning Neural Networks 07 

 

Competitive Learning Network – Kohonen Self-Organizing Networks – Architecture, 

Training Algorithm, Discrete Hopfield Network- Hopfield Matrix, Testing Algorithm, 

K-Means Clustering Algorithm.  

 

4.0 Algorithms of Neural Networks 04 

 
Basic concept of Machine Learning, Support Vector Machine (SVM) - Introduction 

and SVM based Binary Classifier, LMS Algorithm. 
 

5.0 Convolution Neural Network (CNN) 07 

 

Basic concept of Deep Learning, Convolution Operation, Overview of CNN 

Architecture, Input layer, Convolution layers, Pooling layers, Padding, Strided 

Convolutions, Rectified Linear Unit (ReLU), One Layer of a Convolutional 

Network, Fully Connected Layers, Complex Image Classification using CNN. 

 

6.0 Introduction to Fuzzy Inference System 07 

 

Introduction to Fuzzy Logic, Fuzzy Rules, Fuzzy Properties - Operations, 

Membership Functions, Fuzzification - Membership Value Assignments using 

Intuition Method, Defuzzification  Methods -- Mean of Maxima and Centroid 

(Centre of Area) Methods, Fuzzy Inference System with reference to Mamdani 

Model, Brief Review of Applications of Fuzzy Logic to Speed Control of DC Motor 

and Washing Machine. 

 

                                                                                                         Total 39 

 

Text Books: 

 

1. S. N. Sivanandam and S. N. Deepa, Introduction to Soft Computing, Wiley India 

Publications, 3rd Edition. 

2. Simon Haykin, Neural Networks and Learning Machines, Pearson Prentice Hall, 3rd 

Edition 

3. S. Rajasekaran and G. A. Vijayalakshmi Pai, Neural Networks, Fuzzy Logic, and Genetic 

Algorithms, PHI Learning Pvt. Ltd, 2003. 

4. Practical Convolutional Neural Networks by Mohit Sewak, Md. Rezaul Karim, Pradeep 

Pujari, Packt Publishing, 2018. 

5. Timothy J. Ross, Fuzzy Logic with Engineering Applications, Wiley India Publications, 

3rd Edition. 
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